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ChatGPT does not replicate human
moral judgments: the importance
of examining metrics beyond
correlation to assess agreement

Matthew Grizzard'™’, Rebecca Frazer?, Andrew Luttrell?, Charles K. Monge*,
Nicholas L. Matthews?, C. Joseph Francemone! & Michelle E. Frazer®

The rise of generative artificial intelligence has prompted claims that large language models (LLMs) can
substitute for human participants, particularly in moral judgment tasks where correlations between
ChatGPT and humans approach r=1.00. In response, we conducted a pre-registered study where

two LLMs (text-davinci-003 and GPT-40) predicted human moral judgments of 60 scenarios prior to

a large human sample (N =940) rating them. Despite strong correlations, difference scores revealed
substantial, systematic errors: Compared to humans, LLMs provided more extreme morality ratings
of moral and neutral scenarios and more extreme immorality ratings of immoral ones. Moreover,
ChatGPT differed significantly and with moderate to large effect sizes from human averages on ~87%
of scenarios. Further, LLM ratings clustered around a restricted number of values, failing to reflect
human variability. Re-examination of earlier published data also reflected this clumping. We conclude
that broader evaluation criteria are needed for comparing LLM predictions and human responses in
moral reasoning tasks.
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To what extent can generative artificial intelligence (AI) large language models (LLMs) like ChatGPT replicate
the moral judgments of human participants? This question has relevance for a wide variety of fields including
political science, psychological science, computational social science, and Al reliability. Previous research has
indicated correlations between average human moral judgments and ratings produced by ChatGPT that approach
1.00, leading to suggestions that LLMs might at some point be used as a synthetic subject for moral judgment
studies or be utilized as a valid means for pilot testing stimuli prior to their use with human participants>~*. Other
researchers have been less optimistic, pointing to the need for additional research (particularly pre-registered
experiments®, such as the one presented here) and more in-depth consideration of the possible limitations of
AI6_12.

Past research has relied extensively on correlation as an indicator of agreement between LLMs’ ratings and
human moral judgments"!*>-'>. However, correlation is an incomplete metric of agreement between variables,
as it only assesses a linear relationship and ignores the size or nature of discrepancies. For instance, a dataset
of {1,2,3,4,5} would correlate perfectly with {51,52,53,54,55}, yet every value differs by 50, demonstrating that
correlation alone cannot capture large discrepancies between two datasets. This problem becomes even more
pernicious if discrepancies are inconsistent across a continuum. For example, dataset {2,3,4,5,6,8,12,13,14,15}
correlates with dataset {1,3,5,7,9,15,17,19,21,23} at r=0.987, and yet each pair of values differs by anything from
—-1(e.g.,2vs. 1) to 8 (e.g., 15vs. 23).

To determine whether ChatGPT can validly predict average human judgments, we recruited a large sample
of human raters (N =940) to make moral judgments of 60 scenarios. To ensure variance across the 60 scenarios,
a third of the scenarios featured moral behaviors, a third featured immoral behaviors, and a third featured
morally-neutral behaviors. The human authors of the study wrote 30 of these scenarios specifically for this study
to ensure that GPT ratings of the stimuli would not have been contaminated by past publication of data, an
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(A)

davinci-003 Prediction
o

Correlation pair Combined | Human-authored | GPT-authored
davinci-003—human | 7=0.98 r=0.98 r=0.98
GPT-40—human r=0.98 r=0.99 r=0.98

Table 1. Correlations between ChatGPT model predictions and human judgments for current stimuli.
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Fig. 1. Scatterplots of the human means with the DaVinci-003 predictions (A) and GPT-4o predictions (B).

issue identified as a potential limitation of previous work!'®. We also prompted ChatGPT to write 30 scenarios.
Prior to data collection from our human sample, GPT-3 (text-davinci-003) rated the 60 scenarios, and we pre-
registered these ratings along with an a-priori power analysis in an OSE.io repository (see https://doi.org/10.17
605/0OSEIO/6PF3X).

Because we are interested in the correspondence between average human moral judgments and GPT ratings,
the level of analysis for the current study is at the scenario level, which is what we used to determine our
a-priori power analysis. The 30 scenarios for each author source (resulting in 60 total scenarios) represents a
well-powered study given the effect size reported by Dillion et al.l. In fact, a post-hoc sensitivity analysis using
GPower (assuming a=0.001, one-tailed, and power=0.999) indicated that with 30 scenarios the minimum
detectable effect size was p=0.78, which is 82% of the original estimate (p=0.95) provided by Dillion et al.'.
Further, the large sample size of human participants who rated all scenarios provides stable mean estimates and
minimizes sampling error.

To assess whether advancements in LLMs might increase accuracy, we also had a later model of ChatGPT
(GPT-40) predict the values for the 60 scenarios. Our pre-registration is limited to text-davinci-003. GPT-40
was released after we pre-registered our study and after Dillon et al’s study’ that adopted a similar methodology.

Results

For all analyses, we aggregated responses to the scenario level. That is, we computed the average morality
response for each scenario across all respondents and compared those to the morality ratings generated by each
version of ChatGPT. Full analytical code and results are presented in the OSE.io online supplement.

Replicating earlier studies, ChatGPT’s moral evaluation scores correlated with average human judgments
nearly perfectly (see Table 1; see Fig. 1). Correlations did not substantially differ between human-authored
scenarios and GPT-authored scenarios.

Yet strong correlation alone is not sufficient to demonstrate that ChatGPT moral judgments mirror
average human moral judgments. To better assess the level of agreement between ChatGPT and human moral
judgments, we examined three discrepancy statistics: simple difference scores (i.e., ChatGPT prediction minus
human average), absolute difference scores, and squared difference scores. The simple difference scores indicate
whether ChatGPT is directionally biased from human judgments; the absolute difference scores indicate average
magnitude of error; and the squared difference scores indicate how different each score is in squared terms
(which rewards differences less than 1 and punishes differences greater than 1). We conducted six ANOVAs in
which statement authorship (human authorship of statements vs. ChatGPT authorship of statements) served
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as the independent variable and the discrepancy statistics (simple, absolute, and squared difference scores for
each of the GPT models) served as the outcome variables. The results did not find any significant differences
in discrepancy statistics between scenarios written by humans or GPT (minimum p-value=0.52; maximum
n%=0.01). We thus combined reporting for the two scenario authorship sources.

We calculated the discrepancy statistics as average discrepancies across the 60 scenarios. We also calculated
average discrepancy statistics for the moral, neutral, and immoral scenario subgroups. This subdivision is
necessary for the simple difference score because positive and negative deviations could cancel each other out
(e.g., if ChatGPT is biased positively for moral scenarios and biased negatively for immoral scenarios). It is also
informative for the absolute and squared differences in order to examine the consistency of the discrepancies
within the moral subsets. We then conducted one-sample t-tests on these average discrepancies to determine
whether the discrepancies differed significantly from zero (see Table 2). We applied the Benjamini-Hochberg
false discovery rate (BH-FDR) and Bonferroni-correction to account for multiple tests'’”. The Bonferroni-
correction is a highly conservative correction intended to minimize false positives, whereas the BH-FDR rate
is slightly less conservative and balances risks of false positives and false negatives. All simple discrepancies
(except the text-davinci-003 average across all scenarios) were significantly larger than zero and associated with
moderate to large effect sizes (Cohen’s d ranged from 0.41 to 2.12). We further note that both text-davinci-003
and GPT-4o are biased significantly positively for the moral and neutral scenarios (minimum Cohen’ |d|=1.04)
and significantly negatively for the immoral scenarios (minimum Cohen’s |d|=1.35). We note the exceptionally
large effect sizes associated with these biases. As indicated by the simple difference scores, ChatGPT produces
substantially more extreme ratings of morality for both moral and neutral behaviors as compared to humans.
Moreover, it also produces substantially more extreme ratings of immorality for immoral behaviors as compared
to humans. These patterns reflect similar biases that have been observed by past research regarding the confidence
of Al in its predictions when compared to humans'®.

To further examine the discrepancies, we conducted one-sample ¢-tests on each individual scenario, again
applying the BH-FDR and Bonferroni corrections. That is, we tested whether the average human judgment for
each scenario differed from the GPT-generated morality rating for that scenario (i.e., the hypothesized value in
the one-sample test). This approach complements the prior discrepancy analysis with the advantage of explicitly
accounting for variability in human judgments for each scenario.

For text-davinci-003, the average absolute t-value was 17.57 (SD=10.66, max=48.00, min=0.00), which
greatly exceeds the standard significance cutoff of £1.96 (p<0.05, two-tailed) for our sample size and the
Bonferroni-corrected significance cutoff of+3.34. The average Cohen’s d was 0.57 (SD=0.35, max=1.57,
min =0.00), which is consistent with a large effect. With regard to the BH-FDR correction, 53 of the 60 scenarios

p values
Variable N | Mean | SD | 95% CIbounds | ¢ Uncorr | BH-FDR | Bonf Cohen’s d
davinci-human simp. diff | 60 0.20 | 1.04 | [-0.07, 0.47] 1.49 | 0.141 0.141 >0.99 0.19
moral scenarios 20 0.80 | 0.49 | [0.57,1.03] 7.28 | <0.001 | <0.001 <0.001 1.63
neutral scenarios 20 0.81 | 0.77 | [0.44,1.17] 4.65 | <0.001 | <0.001 0.004 1.04
immoral scenarios 20 | -1.00 | 0.51 | [-1.24,-0.76] -8.76 | <0.001 | <0.001 <0.001 | -1.96
davinci-human abs. diff | 60 0.91 | 0.54 | [0.77,1.05] 13.06 | <0.001 | <0.001 <0.001 1.69
moral scenarios 20 0.81 | 0.47 | [0.59,1.03] 7.68 | <0.001 | <0.001 <0.001 1.72
neutral scenarios 20 0.91 | 0.64 | [0.61, 1.21] 6.34 | <0.001 | <0.001 <0.001 1.42
immoral scenarios 20 1.01 | 0.5 [0.77, 1.24] 9.08 | <0.001 | <0.001 <0.001 2.03
davinci-human sq. diff 60 | 1.11 | 1.09 | [0.83,1.39] 7.89 | <0.001 | <0.001 <0.001 1.02
moral scenarios 20 0.86 | 0.65 | [0.56, 1.17] 5.89 | <0.001 | <0.001 <0.001 1.32
neutral scenarios 20 1.22 | 1.39 | [0.57,1.87] 3.93 | <0.001 | 0.001 0.022 0.88
immoral scenarios 20 1.25 | 1.11 | [0.73,1.77] 5.02 | <0.001 | <0.001 0.002 1.12
gpt-4o-human simp. diff | 60 0.32 | 0.79 | [0.12,0.52] 3.15 | 0.003 0.003 0.062 0.41
moral scenarios 20 0.58 | 0.27 | [0.45,0.71] 9.48 | <0.001 | <0.001 <0.001 2.12
neutral scenarios 20 0.96 | 0.56 | [0.70, 1.22] 7.65 | <0.001 | <0.001 <0.001 1.71
immoral scenarios 20 | -0.58 | 0.43 | [-0.78,-0.38] | -6.03 | <0.001 | <0.001 <0.001 | -1.35
gpt-40-human abs. diff 60 0.72 | 0.44 | [0.60, 0.83] 12.56 | <0.001 | <0.001 <0.001 1.62
moral scenarios 20 0.58 | 0.27 | [0.45,0.71] 9.48 | <0.001 | <0.001 <0.001 2.12
neutral scenarios 20 1.00 | 0.49 | [0.77,1.22] 9.18 | <0.001 | <0.001 <0.001 2.05
immoral scenarios 20 0.58 | 0.42 | [0.38,0.78] 6.15 | <0.001 | <0.001 <0.001 1.38
gpt-40-human sq. diff 60 0.71 | 0.77 | [0.51,0.91] 7.16 | <0.001 | <0.001 <0.001 0.92
moral scenarios 20 0.41 | 0.32 | [0.26, 0.56] 5.62 | <0.001 | <0.001 <0.001 1.26
neutral scenarios 20 1.22 { 0.99 | [0.75, 1.68] 5.52 | <0.001 | <0.001 <0.001 1.23
immoral scenarios 20 0.51 | 0.59 | [0.23,0.79] 3.85 | 0.001 0.001 0.026 0.86

Table 2. Discrepancy analyses between ChatGPT model predictions and human judgments for current
stimuli. Bolded lines represent the deviations collapsing across the subgroups.
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Moral Judgment Score
o

significantly differed from the ChatGPT predicted value; this was reduced to 52 of 60 with the more conservative
Bonferroni-correction.

For GPT-4o, the average absolute t-value was 13.78 (SD=8.13, max =32.67, min=0.00). The average Cohen’s
d was 0.45 (SD=0.27, max=1.07, min=0.00). With regard to the BH-FDR correction, 56 of the 60 scenarios
significantly differed from the ChatGPT predicted value; this was reduced to 52 of 60 with the more conservative
Bonferroni-correction. In short, ChatGPT’s morality ratings (both text-davinci-003 and GPT-40) diverge
from average human ratings outside of what would be expected in relation to sampling error, and the effect
sizes associated with these deviations represent moderate to large effect sizes in the social sciences. For visual
reference, Fig. 2 plots the 95% confidence intervals for the human scores—as well as + 4 standard errors (which
capture more than 99.99% of the sampling distribution and exceeds the Bonferroni correction value)—alongside
the ratings produced by text-davinci-003 and GPT-4o. The figure demonstrates the substantial lack of agreement
(reflected by a lack of overlap of the confidence intervals/standard errors with the AI estimates) as well as the
systematic biases discussed earlier (ChatGPT overestimates the morality of moral behavior and overestimates
the immorality of immoral behavior compared to humans).

We further noted that ChatGPT’s predictions included only a small number of unique values (see Table 3).
Rather than producing fine-grained variations across the 60 scenarios, ChatGPT attributed identical ratings
(to the hundredth decimal point) to vastly different scenarios. For the 60 scenarios in the current study, text-
davinci-003 only produced 9 unique values, which corresponds to only 6 unique absolute values. Moreover, 32
of the 60 scenarios were rated as either 3.99 (n=19) or 2.45 (n=13) by text-davinci-003. Examining GPT-40’s
ratings we found 16 unique values corresponding to only 14 unique absolute values. For GPT-4o, 23 of the 60
scenarios were rated as 3.12. The human means, on the other hand, reflected 57 unique values, corresponding
to 50 unique absolute values. ChatGPT’s ratings thus do not reflect variation in unique values that characterize
aggregated human data'. Instead, ChatGPT ratings clump onto a small number of unique values.

Moral Judgment Comparison: Human vs. Al Models
Error bars represent 95% CI (thick) and 4 SEs (thin) around mean human judgment

A A A A A A A AR AAAAR AR ARRARTDR
- -
it
L I |} i E E E EEEEEEEEETSRm EEER l.
" g1 [
A A A A A A A A 'lllA
] ] I lll
L I | II
A A ) §

|
|
il
Il‘ AgupAaa
l Illl -. [ ] [ ]
a2 441, |
0 10 20 30 40 50 60

Scenarios Ordered by Human Morality Rating (least to most moral)
Al Models * davinci-003 = GPT-40 Scenario Authorship = GPT-authored = Human-authored

Fig. 2. Plotting human participants’ means against AI models’ predictions.
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davinci-003 | GPT-40
Value | Freq | Value | Freq
4.00 3 4.00 8
3.99 19 3.89 2
2.45 13 3.12 23
1.45 3 2.73 1
0.45 2 2.13 2
-245 |6 1.92 2
-345 |6 112 1
-399 |6 0.12 1
-4.00 |2 -1.25 |2
-150 | 1
=212 |1
-250 |3
-2.89 |1
=312 |6
=392 |4
—4.00 |2

Table 3. Unique values produced by text-davinci-003 and GPT-4o.

Study Metric davinci-003 | GPT-40 | Humans | Possible unique values
Current study ;

(60 scenarios) Unique values 9 16 57 60

Current study Unique Abs. values | 6 14 50 60

(60 scenarios)

Dillion study Unique values 21 42 287 464

(464 scenarios)

Dillion study
(464 scenarios)

—

Unique Abs. values | 15 32 224 401%

Table 4. Unique value count comparison between studies. ¥401 represents the total possible number of unique
values given the scale 0-4.00 rounded to two decimal places.

We re-analyzed the full data from Dillion et al. to determine whether the limited number of unique predictions
was also present there (see Table 4). For the 464 scenarios in their dataset, ChatGPT (text-davinci-003) produced
only 21 unique values, which corresponds to 15 unique absolute values. We also ran this dataset through GPT-
40, and it performed nominally better, producing 42 unique values, which corresponds to 32 unique absolute
values. Still, the human data included far more variation with 287 unique values, which corresponds with 224
unique absolute values.

Discussion

Our results replicate the exceptionally strong correlation between Al ratings and human moral judgments'. Using
scenarios specifically written for this study and a large human sample, we were able to rule out the alternative
explanation that ChatGPT’s ratings correlated so strongly with human judgments because the original data were
included in the training sets. LLMs thus seem particularly good at capturing constructs like morality at a coarse
level, distinguishing moral from immoral.

However, LLMS’ ratings deviated considerably from human participants’ judgments in a systematic manner.
Our analyses of three types of discrepancies, one-sample ¢-tests testing the significance of these discrepancies,
and frequency tests examining the number of unique values produced by each source of data all provide
diagnostic information for assessing whether Al ratings replicated human judgments. Based on these statistics,
it becomes clear that the high correlation does not reflect ChatGPT being able to replicate aggregate human
moral judgments. As generative AI models continue to develop and improve, researchers seeking to test new
models’ ability to replicate human judgments might apply the statistical comparisons provided here in order to
more comprehensively investigate AT’s prediction accuracy.

Beyond demonstrating how a sole reliance on correlations can be problematic, our findings contextualize
how relying on estimates produced by ChatGPT might lead researchers astray. One use for ChatGPT suggested
by previous research is as a pilot test for stimuli prior to their deployment in full studies!**. A researcher might
write a series of scenarios, ask ChatGPT to rate them, and then use the ratings to select specific scenarios for use
in a full study. Our results show how this process could lead to problematic selections and wild goose chases.
For example, the scenarios “A firefighter is taking his family on a vacation during some much needed R & R,
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and “A firefighter organizes a potluck dinner with the proceeds being donated to a local charity. The dinner
raises just over $1000,” were both rated at 3.12 on the scale by GPT-40. However, these same scenarios were
rated at 1.44 and 3.12 by humans, a difference of 1.68, which spans 18.7% of the available rating scale. A similar
issue is further reflected in scenarios that humans judge very similarly but ChatGPT rates as vastly different.
“A firefighter plays guitar at the fire station to entertain the crew during slow times,” and “A firefighter is filling
out paperwork regarding the weekly calls” were rated by humans as 1.42 and 1.39. ChatGPT text-davinci-003
rated these as 2.45 and 0.45, respectively. A researcher deploying stimuli pretested in ChatGPT among real
human participants might be surprised to find large differences between two scenarios that ChatGPT rated as
identical to one another or to find small or even no difference between two scenarios that ChatGPT rated as
vastly different.

Notably, our results indicate that discrepancies between human moral judgments and ChatGPT predictions
are systematic rather than random. As seen in Table 2 with the simple difference scores, both ChatGPT models
consistently rated immoral scenarios as more immoral than humans rated them and consistently rated neutral
and moral scenarios as more moral than humans rated them. Although random errors might average out with
a large corpus of stimuli, systematic errors will not. Thus, even if a researcher engaged in a stimulus sampling
approach with a large number of ChatGPT pre-tested stimuli, systematic error would likely bias their results as
compared to human data.

Our current investigation cannot speak to why ChatGPT exhibits these systematic discrepancies from human
judgments. Future research, however, should consider that LLMs tend to agree with human end-users. Notably,
because of the independence between the human ratings (i.e., means produced by a large human sample) and
the output of the LLMs, it seems unlikely that the LLMs are attempting to amplify the beliefs or values of an
individual end-user (i.e., the researcher who prompted the LLMs). It seems more likely that the LLMs are
amplifying aggregate human biases in the training data (e.g., helping behaviors are good, harmful behaviors
are bad). Future research could be conducted to help examine whether the biases in the training data could be
reduced or eliminated—or even amplified—based on specific end-user inputs.

Although our current data casts substantial doubt on the ability of current ChatGPT models to accurately
reflect human moral judgments, as LLMs continue to develop, future models may be better suited for such a
task. When assessing the ability of generative Al models to predict human moral judgment, future research
should consider metrics of agreement and discrepancy beyond correlation. To date, correlation seems to be
the dominant metric used by researchers for assessing Al correspondence to human judgments, not only in
the context morality, but also in other contexts such as sensory evaluations?’. To be sure, we do not mean to
suggest that correlations are worthless indications of agreement. They do offer relevant evidence regarding
the consistency between two sets of information; however, we argue that this evidence provides an incomplete
assessment of the overlap between the two sets of information and can even prompt misleading conclusions
when taken in isolation. That is, if LLMs could replicate human cognition, they would produce judgments that
strongly correlate with human judgments; however, caution is warranted when drawing the reverse inference
that the presence of such a correlation is evidence that LLMs produce the same ratings that humans would.
The metrics and methods applied in this paper demonstrate the shortcomings of relying purely on correlations
and can serve as a starting point for considering alternative and complementary indicators of correspondence
between Al models and human judgments.

Materials and methods

Prior to data collection, the study’s procedures were reviewed by the Institutional Review Board at The Ohio
State University, and the study was determined to be exempt from IRB review (application 2023E0522).
The experiment was performed in accordance with relevant institutional guidelines and regulations, and all
participants were treated in a manner consistent with the ethical standards of the American Psychological
Association. Informed consent was obtained from all participants prior to their participation in the study.

Our approach was based on the Dillion et al. study’ with the explicit goal of establishing that ChatGPT can
predict human responses before they have been generated. Our central hypothesis was that moral evaluation
scores of behaviors generated by ChatGPT will correlate strongly with those generated by human participants.

A group of the co-authors wrote 30 scenarios describing a firefighter engaging in behaviors that were
intended to be moral, immoral, or morally neutral. We also asked ChatGPT to generate 30 scenarios. The
effect size reported in Dillion et al.! was large (tho=0.95). This correlation was based on 464 scenarios from 5
papers?!-2425, Because the level of analysis is at the scenario level (i.e., ChatGPT scores are correlated with the
mean score from a human sample), the number of scenarios in the current study (30 per source with 60 total)
greatly exceeds the number required (N=4) to detect a correlation of rho=0.95, with alpha=0.05 (one-tailed),
power (1-beta)=0.95.

In generating ChatGPT predictions, we first used the OpenAI API to instruct ChatGPT to rate the 60
scenarios using the text-davinci-003 model. We consulted with co-authors of Dillion et al. who were most closely
involved in prompting ChatGPT (personal correspondence) to ensure that our prompts and model parameters
replicated theirs precisely (see ‘Files’ section of the OSF repository for this project; https://doi.org/10.17605/0S
EIO/9JW23). The prompting we used perfectly replicated the prompt Dillion et al.! used, which is reproduced
below:

For each action below, I will rate on a scale of —4 to 4 how unethical or ethical it is. A rating of —4 indicates
that the action is extremely unethical, whereas a rating of 4 indicates that the action is extremely ethical.
Person X pushed an amputee in front of a train because the amputee made them feel uncomfortable.
[Rating]: —3.78

Person X donated a kidney to a work colleague who would die without it, as they were a perfect match.
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[Rating]: 3.51

Person X never learned how to ride a bicycle.

[Rating]: —0.01

Person X has memorized three of Shakespeare’s plays.

[Rating]: 0.28

Person X risked their life rescuing an animal that was trapped inside a burning house
[Rating]:

During testing we noted that the spacing of words/lines in the prompt can affect the results given. The spacing
in our prompt was thus matched to that reported by Dillion et al.! and held constant across all completions. We
also noted that ChatGPT did not always return the same result for the same prompt, even when temperature was
set to 0.0. In the current project, we ran each completion once, and thus our data represent the first completion
returned. We note that since the collection of our data, the text-davinci-003 model has been discontinued by
OpenAl The text-davinci-003 data reported in this paper were collected through the OpenAI API in May of
2023.

After generating moral ratings from ChatGPT (text-davinci-003) for the 60 scenarios, we pre-registered
those data (see https://doi.org/10.17605/OSEIO/6PF3X). We then collected data from a sample of human
participants through CloudResearch (N=1000). We excluded participants (n=60) who did not complete
the study, had duplicate IP addresses, or failed any of the four attention checks included in the survey (final
N=940). Participants were instructed to rate each behavior on a —4 (Extremely unethical) to 0 (Neither unethical
nor ethical) to+4 (Extremely ethical) 9-point scale. The instructions closely followed the prompt Dillion et al.
provided to ChatGPT:

Thank you for agreeing to participate! On the following pages, you will be presented with 60 short (I1-2 sen-
tences) scenarios.

Each scenario describes a behavior. We would like you to evaluate the behavior in the scenario in terms of
whether the action is unethical or ethical along a scale where -4 means extremely unethical and + 4 means
extremely ethical.

We will present each scenario to you one at a time.

There are no right or wrong answers. Just please read each scenario carefully, and tell us your honest opinion.
Click forward to begin.

Following these instructions, the 60 scenarios were presented in a random order followed, with each scenario
followed by the aforementioned 9-point rating scale. Each participant responded to all 60 scenarios resulting in
56,400 human-generated morality ratings.

Following the release of GPT-40 (but after pre-registering the initial estimates from text-davinci-003), we
recollected predictions from ChatGPT. Similar to our procedure for the text-davinci-003 model, we used the
OpenAl API to instruct ChatGPT to rate the 60 scenarios using the GPT-40 model, which OpenAI recommends
as a replacement for the discontinued text-davinci-003 model. We retained the same parameters used by Dillion
et al.!. Because GPT-40s prompting function for completions (Chat Completions) differs from the function
available in text-davinci-003 (Completions; see https://platform.openai.com/docs/guides/completions),
the format of the prompt for GPT-40 had to be slightly different than the prompt used for text-davinci-003.
However, the training data remained identical, and we were careful to keep the prompting instructions as similar
as possible to the original code used on the text-davinci-003 model (see https://doi.org/10.17605/OSEIO/9JW23
for prompts).

Data availability

The datasets generated and analyzed during the current study as well as the surveys, prompts for data generation,
and analysis scripts are available in the files section of the OSF repository (see https:/doi.org/https://doi.org/10.
17605/OSEIO/9JW23).
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